
109 

 

 
Dr. Middlemas is an Associate Professor and the Athletic 
Training Program Director at Montclair State University 
middlemasd@mail.montclair.edu 
 
Mr. Hensal is an athletic trainer at High Point Regional 
High School. 

Athletic Training Education Journal 2009;4(3):109-116 
© National Athletic Trainers’ Association, Inc. 
www.nataej.org 
 

 

 

Issues in Selecting Methods of Evaluating Clinical 

Competence in the Health Professions: Implications for 

Athletic Training Education 
David A. Middlemas, EdD, ATC*; Carleton Hensal, ATC† 

*Montclair State University, Montclair, NJ; †High Point Regional High School, Sussex, NJ 

 

Objectives:  To examine methods used to evaluate the clinical 

competence and proficiency of students in medicine and allied 

health professions. To identify factors that would be valuable to 

educators in athletic training and other medical and allied health 

professions in the development and use of clinical assessment 

methods.  

Data Sources:  We searched EBSCO Academic, InfoTrac, 

MEDLINE and PubMed for literature from professional journals 

related to clinical education, assessing clinical competence, 

clinical competence, clinical proficiency assessment. 

Data Synthesis:  Assessment of competence in the clinical 

setting is an issue for medicine and allied health education 

programs, including athletic training. Methods used to assess 

clinical competence included written, objective tests, checklists, 

oral examinations, patient management problems, simulated 

patients, observed clinical situations, the Observed Structured 

Clinical Exam and observation of students. Each method has its 

advantages and concerns. Psychometric issues relating to 

reliability, validity and generalizability arise in the development 

and implementation of clinical assessment instruments. In 

addition, there are concerns about how faculty expectations relate 

to student performance and how novices perform in the clinical 

setting as compared to experienced practitioners. 

Conclusions/Recommendations:  Although specific outcomes 

may differ between the medical and allied health professions, 

athletic training educators can benefit from the lessons learned 

about methods used to evaluate students in the clinical setting. In 

an effort to capitalize on the benefits and minimize the problems 

with the assessment of clinical competence and proficiency, 

athletic training educators must be aware of the psychometric and 

outcome-related issues in test development. Attention should be 

paid to issues of reliability, validity and generalizability when 

developing tests. Clinical education outcomes must be developed 

in a manner that addresses the variety of cognitive levels at which 

clinicians function in professional practice to develop authentic 

assessments of clinical proficiency.   

Key Words:  clinical education, clinical competence, athletic 

training education, assessment, patient simulation 

hanges in athletic training education and revision of the 

criteria for accrediting athletic training education 

programs (ATEPs) have encouraged faculty to develop 

outcomes for clinical education that are competency based. The 

changes and revisions have placed emphasis on the assessment of 

the clinical competence and proficiency of athletic training 

students in a framework that demonstrates students are “learning 

over time.”
1-4  

 To this end, it would seem appropriate to identify 

and implement valid and reliable methods of assessing outcomes 

that indicate the students’ competency and proficiency in the 

clinical setting. 

The National Athletic Trainers’ Association Education 

Council (NATAEC) states that “These competencies provide the 

entry-level ATC
®

 with the essential knowledge and skills needed 

to provide athletic training services to patients of differing ages 

and genders and work, and lifestyle circumstances and needs.”
5
 

The list of behavioral objectives or outcomes, is categorized into 

the following behavioral classifications: Cognitive 

Competencies, Psychomotor Competencies and Clinical 

Proficiencies.
5
 

 The NATAEC has stated that the entry-level clinical 

proficiencies “serve two purposes: (1) they define a common set 

of skills that entry-level athletic trainer should possess; and (2) 

they redefine the structure of clinical education from the 

quantitative approach (i.e., “hours”) to an outcomes-based 

qualitative system.”
6 p.iv

 This suggests the need for students to 

integrate information and clinical skills from the twelve content 

areas of the athletic training profession into the clinical decision 

making process. As a result, ATEPs should assess at the highest 

levels of the cognitive and psychomotor taxonomies. 
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The use of outcome-based educational models is justified 

since the ability to predict performance on the Board of 

Certification (BOC) examination from the amount of time spent 

in the clinical setting is not supported in the literature.
7,8

 As 

allied health profession faculty, athletic training educators would 

be aided by an understanding of the lessons learned about the 

various methods of assessing the clinical competence of students 

in medicine and allied health that have already been discussed in 

the literature. 

Information in the athletic training literature relating to 

clinical education deals with learning styles,
9-11 

critical 

thinking
12,13

 guidelines for clinical education settings,
14 

student 

perceptions of characteristics of clinical instructors,
15,16

 

assessment of clinical instructor behavior
17,18 

and clinical 

education models.
19

 The athletic training education literature has 

presented methods of assessing clinical competency at varied 

levels of complexity
20-23

 ranging from checklists
21

 to visual 

scales, to open-ended questions, to proficiency rating scales on 

which the clinical instructor provides feedback.
20-23 

 

Athletic training educators continue to search for ways to 

evaluate the clinical competency and proficiency of their 

students within the framework of outcome-based clinical 

education. In 1997 Starkey
24 p. 114

 stated, “Our students’ clinical 

education model should be based on a set of measurable, 

standardized, and referenced learning objectives that describe the 

type and nature of the experience obtained.” The logical next 

step would be to assess students with valid and reliable methods 

that provide feedback on the learning taking place during that 

experience. 

As a potential first step in facilitating the process of 

developing appropriate tools for the assessment of clinical 

proficiency, we felt it valuable to investigate the methods  used 

in medicine and other allied health professions to assess student 

performance during the clinical portion of their education. Our 

purpose in doing so was to identify common strengths, 

weaknesses, and issues related to the process of clinical 

competency assessment in medicine and allied health 

professions.   

 

Assessing Clinical Competence 

As early as 1992 the literature identifies issues relating to the 

assessment of professional preparation of athletic trainers in the 

clinical setting. Weidner and Vincent
24

 reported that only about 

20% of newly employed athletic trainers strongly agreed that 

their clinical instructors provided them with a realistic 

impression of their overall professional readiness to enter the job 

market. There were similar attitudes reported about the nature of 

“mentoring”. Recommendations at that time included improving 

and increasing the mentor relationship with more emphasis on 

professional evaluation of the students.
25

 

Issues and questions concerning assessment of students in 

the clinical setting are not unique to athletic training education. 

Faculties in medicine, dentistry, nursing and physical therapy 

have been wrestling with this problem for years.
26-34

 In medicine 

patient management problems (PMPs) were developed during the 

1960s to attempt realistic evaluation of medical problem solving. 

Medical licensing examinations discontinued these assessment 

instruments, which used latent-image pens, in the 1980s when 

psychometric problems were identified.
26 

One intent of performance-based assessment is to measure 

one or more aspects of higher order cognitive processes. Student 

responses to surface features of performance may not guarantee 

that higher order thinking processes occur.
29

 In addition, 

instructional experiences can undermine the intent to measure 

higher order thinking.
29-30

 Relating this to the assessment of 

clinical competence and proficiency in athletic training, the 

educator should be aware that instruments designed to measure 

clinical competence may not, in fact, measure the construct of 

“competence,” but some lower order thinking process such as 

knowledge of facts or procedures.
28

 When one considers that 

performance assessment is complicated logistically and 

technically, serious problems, including potential corruption of 

the process, can arise particularly if the assessment involves a 

high stakes situation.
27-28

 

Athletic training students who become candidates for BOC 

certification must demonstrate proficiency on educational 

competencies in the cognitive and psychomotor domains.
5
 Kolb 

and Shugart
31 

stated that most of the evaluation instruments in 

current use measure cognitive and psychomotor skills with few 

instruments measuring affective behavior. They also stated that 

one can find only an occasional tool that attempts to measure 

skills in all three behavioral domains at the same time.   

Assessing the clinical competence of medical and allied 

health students is an issue facing educational programs 

throughout health care. Although specific outcomes may differ 

among disciplines, faculty in medicine and the allied health 

professions have used a variety of assessment methods in an 

effort to determine clinical competency of their students. Each of 

the methods has its advantages and problems when used in the 

clinical education setting. We present and discuss a summary of 

these issues below. 

 

Multiple Choice Questions and Objective Tests 

Medicine has used multiple choice questions (MCQs) in the 

clinical education settings. One study reported that MCQs were 

one of the three most commonly used methods of assessment of 

factual knowledge and abstract problem solving.
36 

 It has been 

reported that MCQs only measure knowledge of facts and 

information and the test takers’ ability to recite or recognize 

information.
33

  The levels of cognitive processing discussed by 

Van der Vleuten and Newble
33 

 are consistent with the lowest 

two levels of Bloom’s taxonomy, “knowledge” and 

“understanding”, or the lowest levels of Miller’s Pyramid of 

Clinical Competence,
35

 “knows” and “knows how.”  

Evaluation of factual knowledge and problem-solving skills 

with MCQs appear to offer excellent reliability. Scores on MCQ 

exams have also demonstrated a high correlation with subsequent 
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faculty and peer ratings,
37,38

 but their validity has been 

questioned.
34,37

 The high correlation has been used to 

hypothesize that the MCQ may assess some aspect of context 

and clinical reasoning.   

In a study comparing medical students in traditional medical 

schools with students in innovative programs on whether written 

assessments of skills could predict performance on the objective 

structured clinical examination (OSCE), significant differences 

with the performance on MCQs were found between students 

attending innovative medical schools and those in more 

traditional programs.
39

 The authors argued that a specific trait, 

such as the knowledge of clinical skills and not general medical 

knowledge, was measured using written tests. These results 

question the construct validity of written skills tests.
33,39 

The ability of MCQs to measure the knowledge of clinical 

skills may provide feedback on some aspect of clinical 

reasoning. Without evidence to support a strong relationship 

between the performance on MCQs and clinical skill 

performance, there remain problems with their use in the clinical 

setting as they do not measure student performance in the 

psychomotor domain.   

 

Checklists 

Initially in athletic training education, assessment models 

that used checklists for the evaluation of student performance 

were designed to meet the accreditation requirements of the Joint 

Review Committee of educational programs in Athletic Training 

(JRC-AT); then under the egis of the Commission on 

Accreditation of Allied Health Education Programs (CAAHEP). 

The use of skill oriented checklists was similar to the format of 

the practical portion of the athletic training certification 

examination in use at the time.
40-41 

There are inherent problems with the use of checklists for 

the assessment of clinical competence.
20,22

 Student scores on 

checklists may tend to increase with increased expertise of the 

examiner.
42

 In addition, student scores on checklists may also be 

affected by an evaluator’s perception of the reputation of an 

education program.
43,44

 It is also possible that external raters on 

checklists may not be attuned to the affective components of a 

clinical competency or its performance.
34,42, 43

 

 Student scores on checklist-based instruments may also be 

affected by conversations between evaluators after completion of 

an examination,
45

 a factor identified in the BOC’s instructions to 

examiners when the practical examination was in use. Checking 

boxes and marking scales may not contain details of an observed 

performance and provide no opportunity for the observer or 

faculty member to make judgments related to clinical 

performance.
38,41

  

 Although checklists may be appropriate for recording 

whether a student has completed assigned skills, their use for 

assessing the construct of clinical competence may not provide 

the type of feedback sought by the evaluator. The concerns 

related to reliability and examiner bias may skew the results of 

the evaluation enough to affect its usefulness.   

Oral Examinations 

 Methods for oral examinations include station examinations,
 

examiner role playing and examinees taking oral questions from 

patient charts.
47

 Exams can last from 30 minutes to two hours 

with as many as one to five examiners.
27

   

Medical licensing examiners eliminated oral examinations 

from their tests in the early 1960s for logistical and psychometric 

reasons after attempts to increase their reliability failed. Analysis 

of performance indicated that there were near-chance levels of 

agreement between the examiners.
27

 It has been reported that oral 

examinations lack the range of cases and open ended types of 

problem resolutions to truly assess clinical competence.
46 

Swanson
26

 reported that many medical schools still used oral 

examinations with modifications in order to standardize the 

examinations as much as possible. In contrast, Mavis
48

 reported 

in a study of 126 allopathic medical schools that oral 

examinations were not used to determine grades for the majority 

of courses or to help determine graduation. The study also stated 

that only 21% of the schools indicated using oral examinations to 

determine clerkship grades.   

The generalizability of oral examination scores tends to be 

low. Generalizability coefficients between .22 and .87 have been 

reported.
49

 Improvement has been seen with increases in testing 

time or exposures. One serious drawback may be that the 

increases in testing time to longer-than-a-day were required to 

bring the coefficients to acceptable levels.
26,32,49 

Reliability of unstructured oral exams is extremely low.
50

 

Some of these potential reasons include the subjectivity of the 

examiner, a small number of cases being presented to the 

candidate, and personal feelings between the examiner and 

subject. In addition, the possible existence of the halo effect (i.e., 

the tendency to extend the impression of positive performance on 

one behavior to the evaluation of other behaviors or the overall 

assessment of the individual) can affect scores. Proposed 

solutions to reliability problems with oral examinations include 

testing longer and increasing the sample.
49,51

 It is possible that 

both these methods will not solve the problem because increasing 

test length will not necessarily cause the halo effect to disappear. 

Also, the lengthening of tests may extend into multiple days. In 

the view of the teacher, the amount of time required to do this 

may make these changes unfeasable.
51 

 

Patient Management Problems 

 The patient management problem is a sequential, problem-

based testing method that uses a written instrument to disclose 

data to the examinee through technical means, such as the latent 

image pen. The examinee’s score is based on the decisions 

he/she made and the pathway he/she follows to these decisions.
33

 

The PMP was developed in the 1960s to pose more realistic 

challenges to problem solving skills, largely in response to 

dissatisfaction with traditional, factually oriented, MCQ tests. 

They tend to involve an opening scenario and a series of scenes 

through which the examinee proceeds, gathering information and 

initiating patient management activities. The examinee selects 
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clinical actions to which he/she receives feedback. Typically the 

problems take 10 to 30 minutes to complete depending on their 

complexity.
27 

Issues with PMP include difficulty in obtaining consensus 

on the positive and negative weights assigned to interventions 

and the optimal path to the solution of the problem. In addition, 

the exams are confounded by the virtually unavoidable element 

of cueing and unintentionally providing the examinee with 

information which helps to solve the problem when the exams 

are in a written form.
36

 They were discontinued from medical 

licensing exams in the 1980s due to widespread psychometric 

problems.
25,33,50

 

 The BOC written simulation examination used a latent 

image response form of the PMP to test candidates. The BOC 

reported that the examination was content valid based on the 

Role Delineation Study, fourth edition.
52

 In 1999 the BOC 

reported reliability measures of internal consistency using the 

Kuder-Richardson Formula 20 of .89.
52

 In 2002 measures of 

internal consistency for the written simulation were reported as 

.95 and .96 for the two forms of the examination.
53

  

Again, the question arises as to whether or not a written 

assessment method of a psychomotor component is a valid 

measure of the construct of clinical competence or proficiency. 

There are no reports in the literature regarding the assessment of 

the clinical or professional competence construct validity of the 

examination scores for the BOC written simulation examination. 

 
Simulated Patients 

 The use of simulated patients (SPs) for the assessment of 

student competence in clinical education is well debated in 

medical and allied health education.
27,31,44,54-60

 The use of SPs 

appears to have begun in the 1960s and 1970s when clinical 

reasoning was thought to be a construct. Educators accepted 

using SPs for student assessments more due to the perception 

that there was an increase in realism than due to its validity and 

reliability.
33

 

This method of assessing students involves the use of trained 

SPs to assess proficiency in the clinical setting. In 1987 

Barrows
54

 defined the simulated patient as a person who has 

been carefully coached to accurately portray a specific patient 

when given the details of the history and physical examination. 

The students’ performance is evaluated either by the SP or by 

one or more faculty members. Information supporting the use of 

SPs and its value is balanced with a discussion of problems 

and/or concerns including issues relating to the reliability of 

assessment scores. 

Proponents of using assessment with SPs have argued that 

there is greater realism provided in clinical simulations than in 

paper-and-pencil exams, especially in the affective and 

psychomotor domains.
55,58,61

 In addition, the possibility exists 

that students can be evaluated on multiple components of clinical 

proficiency, such as observational skills, didactic knowledge, 

problem solving, clinical and technical skills, decision making 

and interacting with patients.
31,54,55

 The tendency of this 

assessment method being realistic, having good construct 

validity and having acceptable reliability are also factors that 

support the use of SPs as evaluation tools.
31, 54

 Evaluation with 

SPs appears to be effective for assessing competencies that 

require direct interaction with the patient.   

The ability of the evaluator to control the variables of the 

testing situation, hence eliminating some of the uncertainty in the 

clinical setting, is an advantage of using SPs. The logistics of the 

assessment method also appear to be manageable for 

interpersonal skills like history taking, communication and direct 

interaction with the patient.
31,55

 

Concerns about the assessment of students using clinical 

simulations were noted as early as the 1960s and 1970s.
58

 

Problems identified during this time were related to clinical 

problem solutions, data collection processes, time allocation 

decisions, resources and reliability. Questions related to item 

weighting and scoring have also been discussed.
34,58,61

 

Student assessments using SPs place a high demand on 

available time and resources, with potentially negative impacts 

on the instruments and their administration.
27,55,56,60,61

 The high 

demand on resources and time is compounded by the cost of 

training simulated patients for assessments.
27,56,61

 It has also been 

stated that the exams lack the appropriate range of cases for the 

proper assessment of students.
31,32,46,49,56,57 

Score reliability analysis has supported the reproducibility of 

student performance on individual cases. Although reported 

intrarater reliability coefficients of .77-.91 tended to be lower 

than interrater coefficients of .82-.90,
60,62

 they were high enough 

to argue that students performed consistently on the same cases. 

On the other hand, concerns about reliability have arisen because 

there is some evidence that performance of a student on one case 

is not very predictive of his/her performance on another case.
56

 

Low correlation coefficients between student scores on different 

cases refutes the argument that clinical reasoning is a generic 

ability.
33,46,59,60,62 

Standardization of the assessment process with SPs is an 

issue in potential need of attention. Introduction of factors like 

cueing, the conscious or unconscious giving of feedback during 

the process, presents a problem because the test may not 

discriminate among the students any better than the MCQ. Also, 

the uncontrolled nature of the clinical environment can affect the 

standardization of the testing situation with respect to the patients 

and the observers. These factors can contribute to low test 

reliability.
33,55,59,60

 Although standardized training for the SP and 

raters may help increase reproducible and consistent scenarios, 

the benefits must be weighed against the issues related to 

allocation of resources.  

 

Observed Clinical Situations  

In vivo assessment of students in the clinical setting tends to 

be unstructured and not standardized. Issues of reproducibility 

and standardization arise because encounters with patients are 

insufficiently reproducible or predictable. In the clinical setting, 

real patients may not necessarily match the level of knowledge 
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evaluated in the assessment. It is also possible that reliability is 

affected by the inability to separate student performance from 

other variables in the clinical situation.
49,57

 The literature also 

identifies issues such as the halo effect or professional judgment 

as factors affecting the nature of the students’ scores on 

assessment instruments.
47,57

 

The amount of time involved for faculty to complete in vivo 

observations is an issue. The observation of complex clinical 

situations demands long and impractical exams that can possibly 

last longer than a day. The amount of faculty enthusiasm for 

doing observations can affect student scores on observation 

assessments.
34,57 

 

The Observed Structured Clinical Exam and Observation of 

Students 

 The OSCE is a timed multi-station examination often using 

SPs to simulate clinical scenarios. In the OSCE the roles are 

portrayed accurately and convincingly.
39

 It is a specific example 

of the SP examination used in medicine. Nursing and physical 

therapy also use the OSCE. The exams concentrate on hands-on 

clinical behavior where assessors ask students to show how to 

perform clinical tasks.
59,63

 

There is mixed feedback on the OSCE. The literature reports 

a high correlation between written and clinical examination 

formats, which challenges the concept that the format dictates 

what is being measured.
34

 Scores on written tests can predict 

student performance on the OSCE. Although there appears to be 

a relationship between scores on written measures and the 

OSCE, its apparent face validity may make it useful when 

assessing the effectiveness of medical schools.
40

 

 There is some support for the use of the OSCE in the 

medical literature. It has been hypothesized that schools using 

the OSCE as part of their curriculum would have a particular 

advantage over students from schools that do not use it.
40

 The 

examination concentrates on hands-on clinical behavior in which 

examiners ask students to “show how” to perform the select 

behavior. However, as originally proposed, the exam measures 

clinical skills in isolation and over short periods, which is not a 

valid representation of clinical reality at the end of a 

curriculum.
62

 There is also support for the need to demonstrate of 

skills in isolation as the knowledge of skills is important for the 

proper performance of skills.
52 

 

A three year experience with the pediatric OSCE exam 

found it to be feasible, albeit labor intensive and costly. 

Joorabchi and DeVries
63 

felt it could be implemented with high 

reliability and validity. They also noted a wide gap between 

faculty expectations and student performance.  

 

Patient Simulators 

 Some of the latest technology in the instruction and 

evaluation of clinical skills and decision making involves the use 

of human patient simulators (HPSs). The simulators are fully 

computerized mannequins programmed to teach 

pathophysiology, pharmacology and comprehensive scenario 

testing of one or more critical health incidents.
64 

Documentation 

of the use of HPS mannequins goes back to 1960 with the 

introduction of Resusci Annie® for the instruction of 

cardiopulmonary resuscitation (CPR). Development of the 

Recording Annie in 1971 provided one of the first mannequins 

that gave instant feedback about the quality of the skill 

performance.
65

 Today HPSs are used to instruct and assess skills 

including CPR, defibrillation, emergency cardiac care, 

endotracheal intubation, patient assessment and surgery. 

 The literature supports the use of simulators for training.
66-70

 

Along with the ability to practice and evaluate skills and 

scenarios without putting patients at risk, evaluations of interns 

who were trained on HPSs indicated significantly higher 

performance on skills in real emergency situations than those 

who were not trained on HPSs.
66-68,70

 Team members trained on 

simulators were reported to have higher confidence in 

performing skills
68 

and better adherence to American Heart 

Association standards for cardiac arrest.
69

 

 The use of HPSs for training and evaluation of patient care 

skills also raises some questions. In a study evaluating the 

effectiveness of an HPS for teaching the evaluation of ventricular 

heart disease, there was no significant difference in the 

performance of the control group to the experimental group, who 

were trained on the simulator.
71

 The author stated that the 

intensity or duration of the training may have contributed to the 

result. In a study of the effectiveness of computer and simulator 

training for CPR, the value of computerized and simulator 

training in lieu of traditional classroom instruction for initial 

training may be questionable as skill performance for the group 

trained by the computer and simulator was worse. The use of 

computer and simulator may be more effective for 

recertification.
72

 These authors both indicated a need for further 

research into simulator-based instruction and evaluation of skills. 

 Additional time demands for faculty are also a factor when 

considering the implementation of training and evaluation with 

the HPS.  It has been reported that a large amount of time is 

required for the development of scenarios for training and 

evaluating students.
73 

A significant factor that would affect the 

implementation of HPS into athletic training education programs 

is cost.  Prices range from $3800.00 for relatively basic 

simulators
74 

to over $150,000 for more complete computerized 

HPS.
75

 The possibility of pooling resources or sharing simulator 

laboratories might make the technology available for programs 

that could otherwise not afford them. 

 

Conclusions  

Implementing effective methods of evaluating clinical 

competency and proficiency is an issue that is common to 

education programs in athletic training, medicine and other 

medically related professions. Although specific clinical 

outcomes may vary among the professions, the process of 

evaluating student performance on those outcomes has resulted 

in questions and concerns that are somewhat consistent across 
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the disciplines. When developing and revising clinical 

assessment tools, athletic training educators can benefit from the 

lessons learned by those in the various disciplines.  There are 

many methods used to assess the performance of students in the 

clinical setting. While each may have its advantages, there are 

also limitations that may affect using the results of any specific 

assessment method as the sole determinant of a student’s clinical 

proficiency. It is important for the educator to weigh the 

positives and negatives of the various methods in relation to the 

outcomes assessed before selecting the method that will best 

meet the needs of a particular situation. 

 Examples of positive factors identified in the literature 

include the use of multiple choice questions to evaluate a 

student’s specific knowledge or understanding of a clinical 

concept, checklists to record student completion of specific skills 

and procedures, and methods employing simulated patients or 

observed clinical situations to evaluate the student’s ability to 

assesses, diagnose and provide appropriate patient care. Some of 

the latest technological advances in patient simulators have the 

potential to provide educators with the ability to obtain objective 

data when evaluating higher risk skills and proficiencies without 

risking patient safety.   

 Patient management problems, simulated patients, observed 

clinical situations and the OSCE are examples of methods 

developed to address issues related to evaluating clinical decision 

making and more complex clinical skills. The thought is that 

these methods are better suited to assess critical thinking, clinical 

decision making, cognitive processing and problem solving. All 

of these factors are potential components of the construct of 

“clinical proficiency” in athletic training.   

  In working to develop assessment methods that 

appropriately evaluate clinical proficiency outcomes, educators 

should be aware of the common issues with these methods. An 

excellent starting place is to identify and address psychometric 

factors such as validity, reliability and generalizability, which are 

concerns for the majority of the clinical education assessment 

methods. 

In addition, administration methodology and security have 

affected the design and implementation of evaluation methods. 

The time and cost of training evaluators and models, as well as 

the test itself, also present formidable obstacles for appropriately 

investigating and using some methods. Finding ways to 

successfully address these issues, especially those related to time 

and cost, can help educators and researchers investigate and 

refine assessment tools to better evaluate clinical competence 

and proficiency. 

Miller’s pyramid of clinical competence illustrates one 

theory on the progression of clinical proficiency. At the lowest 

level of the pyramid
 

is knowledge (knows), followed by 

competence (knows how), performance
 
(shows how), and action 

(does).
72

 Reliable and valid evaluations of the “knows” and 

“knows how” levels can provide information about the students’ 

ability to access information and demonstrate skills in the 

practice of athletic training. Assessment of the “shows how” and 

“does” levels may provide a more valid and comprehensive 

picture of clinical competence and/or proficiency. Case-based 

evaluation of student performance attempts to target these higher 

levels of the pyramid, potentially providing insight into 

performance of the individual in professional practice.   

The responsibility of the ATEP to verify student clinical 

proficiency has bolstered the need to continue investigating 

assessment models for clinical education. The elimination of the 

practical portion of the certification examination and 

requirements for programs to verify the assessment of clinical 

competencies and proficiencies are strong motivators for athletic 

training educators to design, revise, validate and implement 

methods of student assessment that provide the most accurate 

and useful information. 

 

Recommendations 

 Athletic training education could be enhanced by developing 

psychometrically sound formative and summative assessment 

models for clinical education. Development and investigation of 

outcome-based assessment models for clinical education that 

address cognitive and psychomotor taxonomies, critical thinking, 

multiple intelligence and clinical proficiency may set a standard 

for the assessment of clinical competence in multiple disciplines.   

  Identification and verification of the factors that make up 

the construct of clinical proficiency will help to better define the 

foundation upon which clinical assessment models are designed. 

In addition, a better understanding of the construct will help 

educators insure that the educational outcomes currently in place 

are accurate indicators of appropriate professional education.  
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